HIGH PERFORMANCE SCALABLE COMPUTING PERFORMANCE MODELING USING
PTOLEMY

Eric K. Pauer
Sanders, a Lockheed Martin Company
Signal Processing Center
Nashua, NH 03061-0868
(603) 885-8358, Fax (603) 885-0631
pauer@sanders.com

1. INTRODUCTION

Many of today’s signal processing applications are becom— m

ing more and more computationally intensive, requiring an : Mvrinet :

increasing number of processors to satisfy their needs y W

Along with the larger number of processors, the bandwidth : :

needed to pass data among the processors has aI Network W
increased dramatically. In many classes of applications, : :

designing an architecture to satisfy the data passing requir W

ments while maintaining cost and complexity at reasonable

levels is very challenging. An answer to these classes of Figure 1: HPSC Architecture and the Myrinet Network
problems is the High Performance Scalable Computing

(HPSC_) architecture. It COFISIS'[S_ of clusters of processing, processing node may contain programmable logic, like
nodes interconnected over a high performance networlan FPGA or ASIC, but often contains one or more program-
implemented with the Myrinet protocol. Application algo- mable processors such as DSP or RISC processors. The
rithms are partitioned and mapped onto the various processiPSC architecture specifies how communication occurs
ing nodes in the architecture for distributed execution. Theetween nodes, but does not specify what happens within a

goal of this simulation work is to provide a performancenode. All processors within the same node share a common

modeling capability to automate the evaluation of the relamterface to the network, via a Myrinet device called a
tive performance of various architectural candidates with ANaij.

respect to network design choices. In conceptualizing and

designing such systems, it will be important to have variou¥he LANai is a programmable device, and takes responsi-
simulation capabilities to help in assessing tradeoffs anfility for coordinating the transmission and reception of
making system design decisions. A performance modelindata from the node to all other nodes over the Myrinet net-
capability allows the development team to quickly asseswork using the Myrinet protocol. The Myrinet network
the performance and impact of various design decisiongonsists of a topology of multi-port Myrinet switches (4, 8,
The results of the performance simulation help in tailoringor 16-port switches are most common), interconnected
an architecture and identifying a network topology andogether, with a LANai as an interface at each node, as
routing scheme that best satisfies the system requiremergsown in figure 2. The LANai sends data to other nodes in

of the application. the system using routing defined in data synchronization
tables (DST) residing in the LANai memory. The DST con-
2. HPSC AND MYRINET tains a list of entries, each one specifying information about

The purpose of the HPSC architecture is to enable th@ Plock of data to be sent. This information includes the
implementation of computationally intensive algorithmsStat address of the data within the node, the size of the data

. . . . - lock, a list of port numbers for routing the data, and an
with high data bandwidth requirements on a d'St”bUtecﬁldex for the data at the destination node. When given the

multiprocessor sy;terp. The philosophy t?eh'”d HPSC is Qommand to transmit, the LANai assembles data packets
Qecouple the application software execu'tlng on the Procesgsing the information in the DST, and begins sending the
ing nodes from the system software which passes data ap@ckets one after the other. Each data packet is given a
messages among the nodes. Data is passed between t@@der, which starts with the list of port numbers followed
nodes over the Myrinet network [1], as depicted in a conby the size and index. The LANai transmits the header and
ceptual diagram of the HPSC architecture (figure 1). then body of the data packet containing the data block. The
first Myrinet switch receives the data, and examines the first
port number in the header. It uses this number to determine
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Figure 2: HPSC Architecture Example

which of its ports will send the data. This port number ismany switches, what type of switches, how they should be
stripped from the packet, and the switch sends the rest ofterconnected, and what the DST should look like become
the packet out the specified port, assuming that port is notore difficult to answer, and an automated means of evalu-
currently busy. This continues through a series of switcheating options becomes necessary. A second benefit is that
until the data packet finally arrives at the LANai of the desthe DST tables developed in the simulation can often be
tination node, at which time all port numbers in the headeused directly to program the LANais to implement the
have been stripped and used. On the receiving side, tliesired connectivity when the target hardware is available.
LANai also has a receive DST to specify the address and
size of each data block that it receives. The index sent aloridie type of problems that are targeted by this type of simu-
with each data packet tells the receiving LANai which entrylation are applications that are synchronous in nature. There
in this DST to use. Once all data packets are received, tli¢ a predictable flow of data, and the flow of the data does
LANai then transfers the data to the appropriate memorgpot depend on the content of the data. Typical applications
locations. Myrinet is a high performance interconnect capaef HPSC include synthetic aperture radar (SAR), infrared
bility, with a network data rate of 160 Megabytes/second. search and track (IRST) systems, and space-time adaptive
processing (STAP) based problems. In addition, perfor-
As alluded to in the previous discussion, there may be comrance modeling is useful when the customer cannot afford
tention within a switch where a port, that is currently busythe hardware to provide excess bandwidth and processing
transmitting, receives a second data packet also needingdapability due to cost limitation or environmental con-
use the same port. The switch responds by queuing the setraints, such as power consumption, weight, and/or size.
ond request, and sending a Stop control packet backhus, performance modeling can be used to predict whether
through the switched network to the originating LANai. system requirements will be met, and it is very useful in
The LANai and one port on each of the switches, used toptimizing the size of the architecture required to provide
route the packet up to the switch where the contentiosufficient capability without an excess of hardware.
occurred, are now idle but remain allocated. Once the port
becomes free, the switch sends a Go control packet to the 4. PERFORMANCE MODELING WITH
originating LANai and the transmission of the packet con- PTOLEMY
tinues. Multiple requests for the same port are queued and

served in the order received. Control packets are small aﬂﬂolemy [2] is a software environment developed at the
are not blocked like data packets, as they can be interleaveghiversity of California at Berkeley that supports heteroge-
if necessary over busy or blocked ports. Because of the praaoys system simulation and design using several different
pogating effect of port contention in a switch, these condimgdels of computation, each implemented in a separate
tions should be minimized as they will degrade the effectivgigmain. The class of application problems addressed by

bandwidth of the network. HPSC falls into Ptolemy’s synchronous dataflow (SDF)
domain, where the flow of data is predictable and does not
3. GOAL OF PERFORMANCE MODELING change. However, the performance modeling capability

) i ) __uses the Discrete Event (DE) domain as its engine for per-
The first benefit of a performance modeling capability isformance simulation. The DE domain is a discrete-event
that it provides a means of evaluating candidate networkimulator, which uses a model of computation in which
topologies without having to build them. As the number ofiokens with time stamps, called particles, representing
nodes and switches grow, it becomes more and more diffevents are passed among the simulation building blocks,
cult to estimate or predict performance. Questions like howalled stars. Each star has one or more input and/or output



ports that are used to pass the particles to other stars. In thichitecture and Myrinet protocol. This effort leveraged off
event-driven model of computation, a chronologicallyof similar performance modeling work started here at Sand-
sorted list of events is maintained, oldest first. The simulaers under the RASSP program [3], in addition to the work
tor's schedule examines the oldest event in the list, and ithone by the Ptolemy project.

general, executes the star where that particle resides (spe-

cial cases may exist for multiple-input stars). All of The key components in the HPSC architecture are shown in
Ptolemy has been developed in C++ using an object-orfigure 3. These new stars include data sourBesifceN-
ented software architecture to facilitate modularity andde), processing nodedNodg, LANai interfaces I(ANai),
extensibility. In addition, all of the source code for Ptolemyand Myrinet switches4(8/16-port Switchgs The other

is freely available, which facilitates adding extensions testars shown are used in hierarchial modeling, which is dis-
the tool. These attributes of Ptolemy enabled the develogussed in section 7. The stars can be considered virtual pro-
ment of the extensions to support the HPSC performandetypes of the components, as they implement behavioral

modeling needs. models at the appropriate level of abstraction. Each type of
star has a group of settable states, which allow the behavior
5. EXTENDING PTOLEMY’S DE DOMAIN of the model to be adjusted or fine-tuned, as appropriate.

The models closely model the actual behavior of the HPSC
Extensions to the DE domain, in the form of new stars andrchitecture and Myrinet protocol. However, approxima-
particles, were created to support our specific Myrinet pertions to simplify the behavior were made when the impact
formance modeling needs. As part of the HPSC effort, thef the simplification was minimal when compared to the
new stars and particles were developed to model the HPSR@Vings in terms of simulation time and complexity.

Myrinet Performance Modeling Components
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Figure 3: Myrinet Performance Modeling Stars



5.1. SOURCENODE AND NODE STARS

— — — — -
NodeDataBlock data packet 1 DP  transmitting
The SourceNode creates blocks of data at a periodic rate. Local port LANai Network port
The SourceNode star can represent a sensor or a source of (Node side) (Network side)

data from another subsystem which is outside the scope of
the simulation. The size of the data blocks and their fre-
guency are settable using their state variables. Typically, the

-t i=1 -t

ignore=0

Feedback queue:

SourceNode represents a separate node in the architecture, T
and hence is connected to its own LANai. The Node star is _ _ o
used to represent a processing node in the HPSC architec- Figure 5: LANai transmitting

ture. It models the processing on the node at a fairly highs a result of the transitions, and are shown where appropri-
level of abstraction, treating the processing taking place oft ! pprop

the node as a single measurable task. Its state variablctgz'ir li:nBtr?gr;Oet;S ?i::erdab?fk particle whose purpose will be
include input and output data block sizes, a clock rate, and paragrapn.

number of clock cycles needed to complete the processi%e transmit portion of the LANai remains free until it

on that node. Itis possible to have a more detailed behav.'?éceives a signal from its processing node that data is ready

model on the nodes, using hierarchical modeling which i : TR : o
discussed later. Just as with the SourceNode star, the No§ troag gggfavérl](l)%rll 'S;H;ilgn?te:r:ﬁsrs giﬁsﬁgeLiaya{eégyégg
Etaat\r/vgg?]ntﬁgtsNé%SaLn%,\:ﬁ;Sl\ilarri\rqvgulzrétzviv(i)trskas the InterfaCﬁa‘nto the transmit state where it begins transmitting the first
y ' (i = 1) of N data packets (DP) listed in its DST, shown in
figure 5. Upon moving into the transmitting state, the
LANai star calculates a prediction of when the transmission
: . . . of this packet will finish (time T), assuming the ideal case
The LANai and Switch stars are responsible for modeling,here no switch contention occurs. The LANai creates a

$pecial feedback particle (FB) on an internal feedback event

such as: its clock rate, various latencies (initial transml;c‘%eue time stamped with time T. The particle will cause the

5.2. LANAI STAR

subsequent transmit, receive), local/node side data rate, n olemy kernel to revisit the star at time T. Once this has

work data rate, packet header sizes, and transmit arylony accomplished, the kernel returns back to the main sim-
rﬁcgwe DST |I(r1format|on. The DSTk|nformat|on includes , ation to process the next event in the system model. When
the 'n]E’“t pr)]ac et slzesﬁ outpuli packet sizes, port ”“mbEE?mulation progresses to time T, the kernel executes the star,
used for the routing the packets, and destination packgermines that the execution is due to this feedback parti-

indices. The LANai can simultaneously transmit andgje ‘and then causes transmission to commence for the next
receive data from the Myrinet network. A state diagram o acket, if any (when i < N), assuming no contention prob-

the behavior of the LANai is given in figure 4. States arggmg (ignore remains zero). This process continues until

shown with rounded rectangles, particles causing transipere are no more packets to send (i = N), at which point the
tions are shown in bold face, and decisions are shown INANai star returns to the free state.

diamonds. Two state variables (i and ignore) are modifie

ignore--
LANai free
ignore--
NodeDataBlock
=1 STOP

ignore++

LANai transmitting
(packet i of N)

ignore =07 LANai blocked

GO

ignore--

Figure 4: State Diagram of Myrinet LANai Behavior



feedback particle may be processed while the LANai is in

BT data packet I transmitting  the blocked or transmitting state.
L | t 1 Net k t . . . .
(ﬁggeps?crie) LANal (Neemt\:\?c:rkps?trje) The receive portion of the LANai operates independently of
=1 the transmit portion. The receive side of the LANai is much
B ignore=0 < STOP simpler, and does not have any states. The control packets it
_ receives affect the transmit side of the LANai, as described.
Feedback queue: . . . . .
T As far as incoming data packets, it records their arrival by

using the destination index contained in the packet. Once all

Figure 6a: LANai in transmitting state and receives Stop packets have been received, it notifies the processing node,

control packet, moving LANai into blocked state

and prepares to receive the next set of packets. No contention
is experienced here, as the switch connected to the LANai
arbitrates the data packets and only allows one through at

T P T ekt blocked time.
(Lﬁgzgpggg) LANai (“‘Ne;‘t’\vﬂj’g'r‘kps‘;&) The LANai uses a Ptolemy input and output port for the
local side and a Ptolemy input and output port for the net-
- igriujré:l - work side. Additionally, there is an internal feedback queue
GO as previously mentioned to aid in moving among states.
Feedback queve: Upon being executed, the LANai must determine which
nT input port has a particle causing the execution, and handle it

Figure 6b: LANai in blocked state and receives Go control
packet, moving LANai back into transmitting state

appropriately. Simultaneous particles (those which share the
same time stamp) may occur on two or more input ports, and
this case must be handled appropriately.

-l _daEpa&etI> » transmitting 5.3. SWITCH STAR
Local port LANai Network port The Myrinet switch star also captures and simulates much of
(Node side) (Network side) the Myrinet behavior. Switches come in a variety of sizes,
S — igri];re:l -—— most pommonly fqur, eight., or sixteen ports. As with the
LANai, each port in the switch has a transmit and receive
Feedback Gueue; port, with the behavior of the transmit side being much more
T complex. The state diagram for an individual transmit port

Figure 6¢: LANai back in transmitting state, with invalid-
feedback particle T and valid feedback particle T’

on the Switch star is given in figure 7, using the same nota-

tion as for the LANai state diagram. For this discussion, this

port will be called transmit port A; it also has a companion

Assume now that the packet encounters port contention inr@ceive port A. The transmit port A starts out in the free
switch somewhere in its route. The LANai will be notified of state, as shown in figure 8a. When a data packet arrives at the
switch contention during transmission by receiving a Stogwitch on receive port B to be sent out transmit port A, trans-
control packet, as shown in figure 6a. The Myrinet protocomit port A moves into the transmitting state. In this case, the
dictates that once a network path has been established, it wilP B particle causes the transition in the state diagram
not be relinquished until the packet transmission is completéwhere N = B). A feedback particle, with a time stamp corre-
Thus, this contention will always occur early in the packesponding with the expected time the packet transmission will
transmission. When the LANai receives the Stop controbe complete (time TA), is placed in the internal feedback

packet, it increments an ignore counter and moves into trevent queue. These actions are shown in figure 8b. If no Stop
blocked state. It remains there until a Go control packegontrol packets or other data packets are received in the
arrives, indicating that transmission may resume, as shownterim (i.e. ignore and queued counters remain at zero), the
in figure 6b. The LANai then transitions back into the transkernel will return to this star at time TA as a result of the
mitting state to restart the transmission of the packet. fieedback particle and transition the transmit port A back to
recalculates the time needed to transmit the packet, and citbe free state. The feedback particles are labeled so that the
ates another feedback particle, time stamped with the neswitch can identify the particles in the common feedback
prediction T’, as shown in figure 6¢. The original feedbackqueue for the switch with a specific port.

particle generated to indicate the completion of transmission

at time T is incorrect, and must be accounted for. When thié the switch, another data packet may arrive on receive port
kernel revisits the LANai star due to the original (nowC, which also needs to be sent out transmit port A, while
invalid) feedback particle, the LANai star ignores it based offansmit port A is still busy transmitting data for receive port
its ignore counter. This is possible because it is always tru@. If this occurs, transmit port A stays in the transmitting
that the second attempt at transmission will complete at gtate but queues the request of receive port C and increments
later time than first predicted. Note from figure 4 that thisits queued counter, as shown in figure 9. This action is repre-



DP N queued++ ignore--
@ =
Port blocked
queued++

ignore++ W

ignore-- GO gueued++

Port waiting

Figure 7: State diagram of Myrinet Switch Port Behavior

FB

ignore =0 ?

Yes
No

DP N (current packet) replaced by first request in the queue

queued++

sented by the DP X (data packet particle) transition whicleceive port B, will cause the Ptolemy kernel to revisit the
loops back into the transmitting state in the state diagranSwitch star. Assume for the moment that no Stop control
DP X indicates that a data packet is arriving from othepackets were received for this port, implying that the ignore
receive ports on the switch to be sent out this transmit portounter remained at zero. The data packet received on
In completing this action, the switch sends a Stop contraleceive port C, that was queued, is waiting for transmit port
packet back to the originating LANai through transmit portA (queued = 1). Transmit port A is now available, since the
B to tell the LANai to suspend transmission. This Stop contransmission is complete. The first request in queue of trans-
trol packet is given appropriate routing so that it makes itmit port A is now serviced, which in this case is receive port
way back to the proper LANai. Control packets follow dif- C. The switch sends a Go control packet back to the originat-
ferent rules with respect to switch contention; since théng LANai through transmit port C to inform the LANai that
Myrinet protocol does not allow them to be blocked, they ar¢he port contention in this switch, which blocked it, is now
interleaved with data packets if necessary in order to readone and that it can begin transmission. Meanwhile, transmit
their destination. Additional data packets arriving on otheport A moves into the waiting state, which is used to indicate
ports (DP X), also needing to be sent out transmit port A, arihat it is waiting to service the data packet arriving on receive
also queued in the same fashion and eventually serviced jrort C, as shown in figure 10a. In the state diagram, DP N
the order received. now represents a data packet particle arriving on receive port
C (N = C). This state is necessary because it takes some time
At time TA, the feedback particle, indicating that transmitfor the Go control packet to reach the originating LANai
port A has completed the transmission of the data packet fetirough the network, for the LANai to respond by restarting
transmission, and for the data packet to propagate back to the

— L switch. When the data packet finally arrives on receive port
Port B: free Port A: free C, the queued counter is decremented and the transmit port is
ignore=0 Switch ignore=0 moved into the transmitting state, shown in figure 10b. Data
queued=0 WILC queued=0
queue=empty queue=empty
- - —_— > — — — P
data packet "
Port B: free Port A: transmitting
Feedback queue: ignore=0 ignore=0
empty queued=0 queued=1
queue=empty queue=C
Figure 8a: Transmit Port A in the free state B B I
DP B DP B DP C Switch
—_— > — — — P — > — >
P . data packet . . ) data packet
ort B: free Port A: transmitting Port C: free
ignore=0 . ignore=0 ignore=0
queued=0 SWltCh queued=0 queued=0
gqueue=empty gqueue=empty queue=empty
- D BE— -
STOP
Feedback queue: Feedback queue:
TA TA

Figure 8b: Transmit port A in the transmitting state, trans- Figure 9: Data packet from receive port C is queued since
mittina datapacket from receiveort B transmitport A is alread bus/ transmittiru



> > BT ot packet T >
Port B: free P Port A: transmitting
Port B: free Port A: waiting ignore=0 . ignore=0
ignore=0 ignore=0 queued=0 SW|tCh queued=0
queued=0 queued=1 queue=empty queue=empty
queue=empty queue=C - ———
- - STOP STOP
SWltCh Feedb_&I}XK queue:
—>
Port C:_gee Figure 11a: Receive port A in the transmitting state and
queued=0 receives Stop control packet
queue=empty
- — >
GO Port B: free Port A: blocked
Feedback queue: ignore=0 . ignore=1
empty queued=0 SW|tCh queued=1
queue=empty queue=B
Figure 10a: Transmit port A is in waiting state as Go control < <
packet sent out transmit port C
Feedback queue:
DP C TA
—P >
Port B: free | Port A transmitting Figure 11b: Transmit port A moves into the blockedk stat
ignore=0 ignore=0
queued=0 | queued=0
gqueue=empty gqueue=empty —P —p
- | I — Port B: free Port A: waiting
H ignore=0 . ignore=1
DP C SWItChl queued=0 Switch queued=1
—_ — — — queue=empty queue=B
Port C: free data packet - ——
ignore=0 GO GO
queued=0 Feedback queue;
queue=empty TA
-
Figure 11c: Receive port A receives Go control packet, mov-
reedbazk queue: ing transmit port A into waiting state
DP B DP B
Figure 10b: Transmit port A is in transmitting state, transmit- > " data packet > N
ting data packet from receive port C it ch Biiakid
i ; queued=0 SWltC queued=0
packets arriving from oth_er than the receive port C are quete=empty quete=empty
gueued as previously described. - -
The behavior is different when the transmission is inter- FeeUbacK qUeTe,
rupted, which occurs when a Stop control packet comes back TA, TA

on the on a receive port, shown in figure 11a. The Stop con- ) ] _
trol packet causes the port to transition from the transmitting Figure 11d: Receive port B receives data packet, moving
to the blocked state, as shown in the state diagram and figure transmit port A into transmitting state

11a. The Stop control packet is also passed along and sgjna| data packets, that need also need to be sent out trans-
out transmit port B. The ignore counter is incremented Sgyjt port A, to arrive from other receive ports in the switch
that the feedback particle TA corresponding to the originalhjle it is in the blocked or waiting state. These requests are

end of transmission prediction will be ignored. The datgyeyed in the same manner as if they were received in the
packet transmission is suspended, and is queued on transgiinsmitting state.

port A, as shown in figure 11b. In this case, the request is

placed at the head of the queue instead of being placed at fhagedback particles for the port may cause the Switch star to
end. Eventually, a Go control packet will be received orpe revisited. If they are processed while the port is in the
receive port A indicating that transmission can resume (figblocked or waiting state, the ignore counter is decremented,
ure 11c), at which time the port will move into the waitingand they otherwise are ignored because they represent
state, and pass along the Go control packet to transmit pQflvalid end-of-transmission estimates. If the feedback parti-
B. When the data packet arrives on the receive port B, th@les are processed while in the transmitting state, an ignore
queued counter is decremented and transmit port A movegunt of zero indicates that the feedback particle represents a
into the transmitting state (figure 11d). Itis possible for addivalid end of transmission and results in the port moving back
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Figure 12: Simple Myrinet Modeling Example

to the free state (no queued requests) or to the waiting stéfe4. NEW PARTICLES
when queued requests exist (queued > 0). If the ignore
counter is greater than zero, the particle is ignored, and ths mentioned in section 5.0, several new particles were cre-
ignore counter is decremented as it represents an invalid esgited for this performance modeling capability. A generic
mate. Packet particle, derived from Ptolemy’s general purpose

] ) ) ) Message particle class, was created. It provides a representa-
As with the LANai star, when the Switch star is executed, ition of the basic structure of a Myrinet packet and serves as a
must determine which of its ports is causing the executiopure virtual base class for the DataPacket and ControlPacket
(including the internal feedback queue) in order to properlyarticles classes. The DataPacket particle provides a repre-
model the behavior. Each port on the Switch star has beggntation of a typical Myrinet data packet, and allows a vari-
implemented with a Ptolemy input port and output port. Taable body size. The ControlPacket particle is currently used
help manage the complexity of the behavior of the Switcho represent both Stop and Go control packets. A NodeDat-
star and its various ports, two C++ classes were developegBlock particle class was also created, using the Message
The PortQueueEntry class is used to represent a requestcl@ss as its base as well. The NodeDataBlock particle has
transmit out a particular port and saves information such gseen used to represent the passing of blocks of data between
where the packet came from and routing information needege LANai and the processing node. Lastly, an extension to
to send control packets. The Portinformation class maintainfe manner in which Ptolemy handles feedback particles was
the state of the port (free, transmitting, blocked, or waiting)made to allow them to take on assigned integer values. This
various counters (ignore and queued), and a queue @fas especially useful in the Switch star where the particles

requests for the port (PortQueueEntry objects). It helps iBould be given values corresponding to the port to which
determining the response of the port to various events (Go gfiey were associated.

Stop control packets, new data packets, or feedback parti-

cles), and it also provides a convenient event logging inter- 6. MYRINET MODELING EXAMPLES
face for the gantt tool, described in section 6. An instance of

the Portinformation class is created for each port in the, example model of a simple HPSC architecture is shown
Switch star so that the behavior of the switch can be modelgd figure 12. There are three SourceNode stars, four 4-port
effectively. The use of C++ classes in this manner is consigyyitch stars, three Node stars, and six LANai stars. The
tent with the object-oriented software architecture off ANajs connected to the top and bottom SourceNodes are
Ptolemy. each sending two data packets to the top Node and two data
packets to the bottom Node. Each of these four data packets
are taking different routes. The middle SourceNode is having
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Figure 13: Gantt Tool Display of Simple Myrinet Modeling Example

a single data packet sent by its LANai to the middle Nodewhere it was transmitted. This first number of the packet
The states of the LANai stars have been set to reflect thiabel is different when it is displayed by the receiving
routing. In addition, two NotUsed stars have been used tbANai, in which case it indicates the relative index of the
terminate the unused ports on the Switch stars. data packet in the receive DST. The second integer is a
unique global identification number assigned to the packet.
This model was simulated with the performance modelinghese numbers are assigned sequentially as packets are cre-
extensions using the Ptolemy DE domain, with the resultated in a given simulation; no two data packets will have the
being logged into a file. In order to more easily view andsame number. This identification number facilitates the trac-
interpret the results of the simulation, a gantt tool was develng of a given packet through the gantt display from the
oped. Figure 13 shows the display of the gantt tool for thisransmitting LANai, through the switches, to the receiving
simulation. The gantt tool displays the activity on each_ANai.
resource in rows over time (time is along the x-axis). There
is a row for each SourceNode generation of data, eadh this example, the gantt tool shows that port contention
LANai transmit activity, each LANai receive activity, the occurred three times on port 2 of switch 1, and twice on port
transmit activity for each port in every switch, the transmit2 of switch 2, as a result of multiple data packets vying for
gueue for each port in each switch, and the processing on ttiee same transmit port. The gantt tool provides a graphical
Node. Thus, most of the stars need several rows to displajew of which packets are causing the contention, and helps
their behavior and performance. Rows are not displayenh determining alternatives. The dependency between the
when there is no activity, and also, the displaying of rowseception of data packets and start of processing on the nodes
may be disabled, as was done in this example for thean also be seen. LANais 4 and 6, attached to Nodes 1 and 3
SourceNodes. The various activities have been color-codedspectively, needed to receive four data packets before their
to facilitate viewing, but have been shown in gray scale her@odes could begin processing. In contrast, LANai 5 needed
Yellow denotes a start up latency, blue indicates normab receive only one data packet for its Node 2 to begin pro-
transmission or reception of data, and green indicates praessing, so it was able to start processing much earlier.
cessing of data by the node. Problems are shown in orange
and red: orange indicates that one or more blocks have cuk-more involved example of an architecture is shown in fig-
rently originated in the switch port and have caused queuingre 14. There are eight SourceNodes and eight Nodes, each
of requests; red is used where switch ports or LANais arpaired with a LANai, connected by grid-like topology of six-
idle due to blocks that occurred somewhere in the curreigen 4-port switches. This application requires each
route path. There are also labels containing two integers, dsourceNode to send a data packet to each Node, which
most activities. The first number indicates the data packet®ieans each SourceNode will send eight data packets for a
relative position within the transmit DST in the LANai total of 64 packets across the Myrinet network per iteration.
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Figure 14: HPSC Architecture with Multiple Layers of Switches

This example is representative of a typical subsystem in a
distributed space-time adaptive application.

Figure 15 shows the results of this simulation for each
SourceNode to generate a block of data, which took approxi-
mately twenty seconds to complete on a Sun SPARCstation
10. A simulation of this size requires more activity rows than
can be shown at once; thus, only a subset of the rows are
shown. The switches were conveniently named so that their
names include their relative XY position within the topology.

In this example, there are a number of switches which are
experiencing serious contention problems. The performance
simulation is useful for determining where potential conten-
tion problems exist, and for examining potential solutions.
Other options to look at here would be having connectivity
from the bottom row of switches to the top row so that pack-
ets have more routing possibilities, or considering the use of
8-port switches. In most cases, such as this one, the designer
wants to make sure that the latency introduced by the net-
work is short enough so that it does not adversely affect the
system throughput requirements, without having a system
with an over-abundance of hardware.
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Figure 15: Gantt Display for HPSC Architecture with Multiple Layers of Switches

7. ROLE OF HIERARCHY IN PERFORMANCE sors with private memories as well as two banks of shared
MODELING WITH PTOLEMY memory. Thus, this hierarchial modeling capability allows
different levels of abstraction, to be used where appropriate.

To help in managing the simulation of large systems,

Ptolemy has a built-in hierarchial capability. Groups of stars 8. SUMMARY

can be captured into a single entity called a galaxy, and can . N .
be treated as a reusable component. This is useful in definifgPrerformance modeling capability to model HPSC archi-
systems where there are regular patterns in the topology. TkHectures and Myrinet using Ptolemy has been developed.
hierarchy is also useful for modeling the logical capability ofThese extensions take the form of new stars and particles
boards that are developed and built, and then used as fundé?ich implement the behavior of the Myrinet protocol in the
mental building blocks in designing and developing a systerfitolemy Discrete Event domain. By using these extensions,
solution for an application. As previously mentioned, hierarthe designer may explore many implementation alternatives
chy can be useful in refining the performance simulationin terms of network topology and routing. A gantt tool has
especially with respect to the processing nodes. Morkeen developed to facilitate the vi_ewing and interpre_tat_ion of
detailed models of the processor nodes in terms of procele performance results. The hierarchical capabilities of
sors, buses, and memories can be developed, captured, &f@lemy may be utilized to aid in building larger system
integrated into this same modeling capability. A conceptuanodels or in refining the behavior of the processing nodes.
example of using Ptolemy’s hierarchy capabilities is shownn addition, this performance modeling approach with
in figure 16. The Arithmetic Processing Unit (APU) board Ptolemy is quite extensible to other types of architectures,
shown in the upper left window is a galaxy and consists of a@nd network protocols and strategies, and can support a vari-
8-port switch with four processing nodes. Each processingty of system modeling needs. In summary, this capability
node (lower left) is also a galaxy that is in turn composed dgnhhances the ability of the designer to explore many options
a node and a LANai. The lowest level representation of th@ order to flnd the HPSC architecture that best satisfies their
node has also been captured as a galaxy; the right winddWstem requirements.

shows its composition which includes four SHARC proces-
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Figure 16: Examples of Hierarchical Performance Modeling within Ptolemy
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